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Graph deep learning for the characterization 
of tumour microenvironments from spatial 
protein profiles in tissue specimens

Zhenqin Wu1,2,11, Alexandro E. Trevino    1,11  , Eric Wu1,3, Kyle Swanson    4, 
Honesty J. Kim1, H. Blaize D’Angio    1, Ryan Preska1, Gregory W. Charville    5, 
Piero D. Dalerba6, Ann Marie Egloff7,8, Ravindra Uppaluri7,8, 
Umamaheswar Duvvuri9, Aaron T. Mayer    1   & James Zou    1,3,4,10 

Multiplexed immunofluorescence imaging allows the multidimensional 
molecular profiling of cellular environments at subcellular resolution. 
However, identifying and characterizing disease-relevant microenvironments 
from these rich datasets is challenging. Here we show that a graph neural 
network that leverages spatial protein profiles in tissue specimens to model 
tumour microenvironments as local subgraphs captures distinctive cellular 
interactions associated with differential clinical outcomes. We applied this 
spatial cellular-graph strategy to specimens of human head-and-neck and 
colorectal cancers assayed with 40-plex immunofluorescence imaging to 
identify spatial motifs associated with cancer recurrence and with patient 
survival after treatment. The graph deep learning model was substantially 
more accurate in predicting patient outcomes than deep learning approaches 
that model spatial data on the basis of the local composition of cell types, and 
it generated insights into the effect of the spatial compartmentalization of 
tumour cells and granulocytes on patient prognosis. Local graphs may also aid 
in the analysis of disease-relevant motifs in histology samples characterized 
via spatial transcriptomics and other -omics techniques.

Tumour microenvironments (TMEs) are complex niches characterized 
by cellular, molecular and genetic heterogeneity. Current research and 
clinical practice have begun to reflect this complexity, with studies 
producing unbiased atlases of diseased cells1,2 and novel therapies 
increasingly targeted at non-cancer cells, including immune and stro-
mal compartments3. Just as the functions of healthy tissues depend on 
the spatial organization of cells, tumour pathology may depend on the 
spatial organization of the TME4.

In situ molecular profiling techniques, including spatial transcrip-
tomic5–7 and proteomic8–10 techniques, are increasingly being used 
for the high-dimensional, high-resolution characterization of TMEs 
and other tissues. Co-detection by indexing8 (CODEX) is an in situ 
molecular profiling technique based on the iterative hybridization and 
fluorescence imaging of DNA-barcoded antibodies that enables the 
multiplexed quantification of 40 or more antigens from histological 
specimens at subcellular resolution.
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capture neighbour relations. We apply SPACE-GM to three clinically 
annotated CODEX datasets and show that it identifies disease-relevant 
microenvironments that accurately predict patient-level phenotypes. 
We show that SPACE-GM generalizes across studies and disease con-
texts. Moreover, by analysing the network embeddings, we derive spe-
cific insights into how local structural compartmentalization explains 
patient prognosis and treatment response.

There has been increased interest in applying graph-based deep 
learning methods to spatial cellular structures in recent literature14–16. 
GNNs17,18, a class of deep learning methods designed for graph struc-
tures, have been applied to a variety of analysis tasks, including 
cell-type prediction19, representation learning20, cellular communi-
cation modelling21 and tissue structure detection22. As most of these 
methods are designed for cellular property modelling, a gap still exists 
between cellular-level graph analysis and patient-level phenotypes. 
SPACE-GM bridges this gap by training models using microenviron-
ments as inputs to predict patient phenotypes. Interpretation of 
SPACE-GM sheds light on how cellular spatial arrangements impact 
disease and treatment outcomes.

Although these spatial technologies capture rich cellular and 
neighbourhood information, analysis of these spatial data presents 
new challenges. In particular, how to identify biologically meaningful 
microenvironments from the rich spatial data and how to charac-
terize the disease relevance of microenvironments are important  
open questions.

Previous works typically assigned cells to cellular neighbour-
hoods according to the cell-type compositions of their immediate 
neighbours8,11–13. However, these approaches may miss local spatial 
relationships between cells. Moreover, as the neighbourhoods are gen-
erated in a purely unsupervised fashion, they provide limited insight 
into which microenvironments are disease relevant. We hypothesize 
that local spatial arrangements of cells beyond composition could 
encode rich disease-relevant information.

Here, we present spatial cellular graphical modelling (SPACE-GM), 
a geometric deep learning framework that employs a graph neural 
network (GNN) to flexibly model cellular niche structures, or micro-
environments, as subgraphs. Each node of the subgraph corresponds 
to a cell represented by its multiplexed protein levels, and the edges 
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Fig. 1 | Geometric deep learning on multiplexed immunofluorescence 
imaging. a, Preprocessing of CODEX data. We first transformed the multiplexed 
fluorescence imaging data (left; DAPI, 4′,6-diamidino-2-phenylindole; PanCK, 
pan-cytokeratin) into Voronoi diagrams (middle). We then constructed spatial 
cellular graphs (right; APC, antigen presenting cell) from the Voronoi polygons, 
where each node is one cell and edges indicate adjacent cells. b, Model structure 
of SPACE-GM. On the query node (marked by the black arrow and circle in panels 
a, b and d), a three-layer GIN23 was applied to read the structure of its 3-hop 
neighbourhood, which we call a microenvironment. Embeddings from the GIN 

were then used to predict cellular and phenotypic properties. c, Dimensionality 
reduction (uniform manifold approximation and projection27 (UMAP)) of 
microenvironment embeddings from all UPMC head-and-neck cancer (HNC) 
samples generated by SPACE-GM. Each dot represents a microenvironment; 
colours in the left panel indicate the model’s prediction of the primary outcome 
task, and colours in the right panel indicate the centre cell type. d, Predictions of 
microenvironments aggregated over the whole CODEX sample. Colours of the 
nodes represent SPACE-GM predicted probabilities for the primary outcome.
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Results
To model cellular communities, we first developed a pipeline to seg-
ment and classify individual cells from CODEX data (Methods). We then 
inferred the 2D spatial structure of cells by constructing a Delaunay 
triangulation and Voronoi diagram of cell centroid coordinates (middle 
panel of Fig. 1a). Last, we transformed the data into a graph, defining 
cells as nodes and Delaunay neighbours as edges (right panel of Fig. 1a).

Geometric deep learning models cellular microenvironments
With the graphical representation as input, we propose SPACE-GM as 
a geometric deep learning tool that reads spatial cellular community 
structures in TMEs. SPACE-GM employs a graph isomorphism network 
(GIN)23 as the backbone and multiple multilayer perceptrons (MLPs) 
as prediction heads (Methods).

SPACE-GM treats cellular graphs of TMEs as collections of local 
subgraphs: centre nodes (cells) and their n-hop spatial neighbours 
(that is, nodes within a graph distance of n edges from the centre node). 
Empirically, we found that a 3-hop neighbourhood—corresponding 
to 40 cells on average—was a suitable choice as the size of subgraphs 
and model performance were balanced (Supplementary Note 1 and 
Supplementary Fig. 4). We hereafter refer to these 3-hop local sub-
graphs as ‘microenvironments’ (Fig. 1b), which may be distinct from the 
TMEs studied in other settings. Correspondingly, a three-layer GIN is 
employed in SPACE-GM, which constructs embeddings for centre cells 
and microenvironments based on node features (for example, one-hot 
encoded cell types) and edges (graph connectivity). Embeddings can 
then be passed through the prediction heads to generate estimates 
for cellular properties (for example, the centre cell expression profile) 
and patient-level phenotypic properties (for example, the survival 
outcome of the patient).

In practice, we first pretrained SPACE-GM on cellular property pre-
diction tasks and then finetuned the backbone for patient phenotype 

predictions, both with microenvironment inputs (bottom row of Fig. 
1b). In the text below, ‘SPACE-GM’ and ‘SPACE-GM no-pretraining’ repre-
sent models trained with or without the pretraining stage, respectively. 
During inference, we collected predictions from all individual micro-
environments from test samples and performed mean aggregation to 
derive patient-level predictions (Methods and Supplementary Note 2).

Applying SPACE-GM to HNC and colorectal cancer samples
To demonstrate the ability of SPACE-GM to model biologically and 
clinically relevant signals, we generated three 40-plex CODEX datasets 
from primary human cancer resections (Methods). Tissues were col-
lected at Stanford University, University of Pittsburgh Medical Center 
(UPMC) and Dana-Farber Cancer Institute (DFCI). In total, 658 samples 
were imaged, representing 139 patients with HNC24 and 110 patients 
with colorectal cancer (CRC)25 (Fig. 2a). We refer to these datasets as 
UPMC-HNC, Stanford-CRC and DFCI-HNC. The samples were annotated 
with clinical data, including patient survival, disease recurrence and 
response to therapy (Supplementary Table 1).

The CODEX samples were transformed into graphical representa-
tions following the pipeline described above (Fig. 2b and Supplementary 
Fig. 1a). We extracted microenvironments by enumerating subgraphs 
of 3-hop neighbours within a distance threshold of 75 μm around each 
cell. The median microenvironment contained 38 cells, larger than pre-
viously proposed cellular neighbourhoods8,12 (Fig. 2c). SPACE-GM was 
trained using the pretraining and finetuning approach, in which protein 
expression of the centre cell was used as the pretraining task and clinical 
annotations were used as phenotype prediction labels.

SPACE-GM predicts patient phenotypes from cell 
microenvironments
We applied SPACE-GM to predict survival and recurrence outcomes 
for patients with UPMC-HNC (Table 1) and Stanford-CRC (Table 2). 
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Fig. 2 | CODEX samples and cell characteristics. a, Distributions of the number 
of cells per sample and overall survival curves for UPMC-HNC (bottom left) 
and Stanford-CRC datasets (bottom right). Shaded areas in the survival curves 
represent 95% confidence intervals. b, Cell-type compositions of UPMC-HNC 
and Stanford-CRC datasets. See Supplementary Fig. 1a for the composition of 

DFCI-HNC dataset. c, Histograms of the number of cells in n-hop neighbourhoods 
(n = 1, 2, 3) in the UPMC-HNC dataset. SPACE-GM utilizes a three-layer GIN to read 
3-hop neighbourhoods (microenvironments). The dashed vertical line indicates 
the size (10 cells) of cellular neighbourhood (CN), which is commonly used in 
previous works12. SPACE-GM captures substantially larger neighbourhoods.
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For each prediction task, SPACE-GM was trained with around 70% of 
the samples and tested on the remaining unseen samples from differ-
ent coverslips (Methods). SPACE-GM achieved good performance on 
both datasets, with an area under the receiver operating characteristic 
curve (ROC-AUC) of above 0.85 on all binary classification tasks and 
a concordance index (C-index) of around 0.8 on the survival analysis 
task for UPMC-HNC datasets. Stanford-CRC datasets showed slightly 
worse performance, probably due to having fewer samples and cells.

For context, we compared SPACE-GM’s clinical prediction perfor-
mance against alternative composition-based methods, applied to 
either whole samples or subgraphs. As input to these baseline models, 
we used whole graphs or the same subgraphs of 3-hop neighbour-
hoods (microenvironments), but featurized as cell-type composition 
vectors (Methods and Supplementary Fig. 9). Compared with graph 
representations, composition vectors collapsed spatial structure, los-
ing information about the relative spatial arrangement of cells within 
a subgraph. Both linear models (logistic regression or proportional 
hazards regression) and MLPs were trained and evaluated using the 
same pipeline (Methods).

SPACE-GM consistently outperformed baseline methods on both 
classification and hazards modelling (time-to-event) tasks (Table 1 and 
Supplementary Table 2). The uncertainty of the performance metrics 
was calculated by bootstrapping (Supplementary Note 5 and Supple-
mentary Table 3), which demonstrated the consistent advantages of 
SPACE-GM. Model pretraining conferred an additional advantage on 
all prediction tasks. On the most challenging dataset, Stanford-CRC, 
where composition-based methods generated nearly random predic-
tions, SPACE-GM demonstrated a robust test-set performance (Table 2).

On a representative task—the primary outcome of the UPMC-HNC 
dataset—we plotted ROC curves for one of the test folds and observed a 
substantial advantage of SPACE-GM predictions over baseline methods 
(Fig. 3a). SPACE-GM also achieved better performance than stratifica-
tions or predictors with cancer staging and patient demographics 
features (Supplementary Note 3 and Supplementary Table 5).

It is also worth noting that MLPs based on microenvironment 
compositions outperformed the same model using whole-graph 
compositions, which is also reflected in most of the other prediction 
tasks. This observation indicates that the superiority of geometric 
deep learning stems, in part, from our microenvironment aggregation 
strategy. Figure 3b plots the histogram of individual microenviron-
ment predictions before aggregation. In addition to the difference in 
the distributions of prediction values between positive and negative 
samples, we also notice that most predictions, regardless of label, are 
neutral. This suggests that most spatial cellular structures are shared 
among different patients, but only a small fraction of motifs are highly 
indicative of patient outcomes. Identifying and characterizing these 

disease-relevant microenvironments will be highly informative for 
better diagnostics and therapeutics.

Figure 3c plots the survival curves of two patient cohorts in the 
test data, separated by the median predicted risk from SPACE-GM 
(trained under the survival length task). We observed a significant 
difference (P < 0.001, log-rank test) in survival probability between 
the low-risk group and the high-risk group. The survival curves strati-
fied by SPACE-GM risk scores show greater separation than curves 
stratified using cell-type composition risk scores (Supplementary Fig. 
3), suggesting that SPACE-GM captures more granular spatial motifs 
predictive of patient mortality.

Cross-study generalizability of SPACE-GM
We next sought to evaluate the generalizability of SPACE-GM across 
datasets. The DFCI-HNC dataset contained CODEX samples collected 
both before and after neoadjuvant therapy in 29 patients. Although 
patient survival outcomes in this cohort were not available, samples 
were annotated on the basis of the degree of pathologic tumour 
response in surgically resected tumours after neoadjuvant anti-PD1 
therapy26, which served as a proxy for the primary outcome in this 
experiment.

In the experiment, we trained models on primary outcome labels 
from the UPMC-HNC dataset with integrated cell types (Supplementary 
Note 4) and directly applied them to pre-therapy DFCI-HNC samples to 
predict therapeutic response. Despite potential batch effects resulting 
from tissue handling, biopsy size (Fig. 2a) and independently gener-
ated cell labels (Methods), we found that SPACE-GM generated robust 

Table 1 | Prediction performance on UPMC-HNC and DFCI-HNC tasks

Model Binary classification (ROC-AUC) Hazards model 
(C-index)

Generalization (ROC-AUC)

Primary 
outcome

Recurrence Human papillomavirus 
(HPV) infection

Survival length Primary outcomea

Linear on composition (sample) 0.783 0.852 0.870 0.696 0.731

MLP on composition (sample) 0.771 0.869 0.879 0.721 0.754

Linear on composition 
(microenvironment)

0.774 0.823 0.864 0.700 0.799

MLP on composition (microenvironment) 0.814 0.832 0.891 0.751 0.806

SPACE-GM, no-pretraining 0.854 0.882 0.918 0.778 0.853

SPACE-GM 0.867 0.883 0.926 0.799 0.873

Binary classification and hazards model columns report the average performance on the validation folds of UPMC-HNC. The generalization column reports the cross-study (UPMC-HNC to 
DFCI-HNC) prediction performance. Detailed definitions of primary outcomes are discussed in Supplementary Table 1. aModels trained with UPMC-HNC primary outcome tasks were applied to 
DFCI-HNC samples, and predictions were evaluated for the binary primary tumour response task.

Table 2 | Prediction performance on Stanford-CRC tasks

Model Binary classification 
(ROC-AUC)

Hazards model 
(C-index)

Primary 
outcome

Recurrence Survival 
length

Recurrence 
interval

Linear on composition 
(sample)

0.563 0.592 0.524 0.537

MLP on composition 
(sample)

0.551 0.542 0.577 0.570

Linear on composition 
(microenvironment)

0.576 0.599 0.562 0.569

MLP on composition 
(microenvironment)

0.547 0.491 0.525 0.519

SPACE-GM no-pretraining 0.684 0.675 0.642 0.669

SPACE-GM 0.739 0.696 0.655 0.713

All columns report the average performance on the validation folds of Stanford-CRC.



Nature Biomedical Engineering

Article https://doi.org/10.1038/s41551-022-00951-w

estimations, with accuracy surpassing all baseline composition-based 
models (Table 1).

To examine this result in greater detail, we grouped SPACE-GM 
predictions by pathologist-annotated pathologic tumour response 
categories (Fig. 3d) and found that model predictions aligned well with 
fine-grained pathologic tumour response categories. A two-sample 
t-test suggested that there are significant differences in predictions 
between <10% and >10% responder samples (P < 0.001, two-sided 
two-sample t-test). These results demonstrate the robustness and 
generalizability of SPACE-GM.

Defining disease-relevant cell microenvironments with 
SPACE-GM
Motivated by the superior performance of SPACE-GM over 
composition-based baseline methods, we further investigated how 
characteristics of cellular community structures beyond composi-
tion were predictive of clinical outcomes. The prediction accuracy of 
SPACE-GM suggests that its embedding space, which learns to represent 
each microenvironment with a numerical vector, is informative of the 
phenotypes of interest. Visualization with UMAP27 shows that patient 
phenotypes were well separated in the embedding space (Fig. 1c and 
Supplementary Fig. 6).

We used the primary outcome task from the UPMC-HNC dataset 
as an example to demonstrate how to interpret SPACE-GM embeddings 
to generate biological hypotheses related to patient outcomes. We 
first clustered all the microenvironments on the basis of SPACE-GM 
embeddings (Methods). Clusters showed distinct cell-type enrich-
ment patterns and prediction values (Fig. 4a; see Methods for detailed 
characterizations of microenvironment clusters). Similar patterns 
were also observed on unseen test samples (Supplementary Fig. 8).

Four clusters of interest are displayed in Fig. 4b, all of which show 
significant differences in frequency between positive (no evidence of 
disease (NED), n = 54) and negative (non-NED, n = 29) samples, indicat-
ing that they possess informative cellular motifs (Fig. 4b, P = 0.002 for 
lymphocyte-rich microenvironments, P < 0.001 for the rest, two-sided 
two-sample t-test).

Voronoi diagrams and raw multiplexed fluorescence images were 
visualized for example microenvironments in each cluster (middle 
and bottom rows of Fig. 4b). We named the clusters according to 
their cell-type compositions and spatial cellular structure patterns. 
The circle and triangle clusters appeared more in positive outcome 
samples and were thus associated with a better prognosis. In contrast, 
the square and star clusters were more enriched in patients with 
negative outcomes.
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risk. The two groups are separated by the median predicted risk. The survival 
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In silico permutations suggest disease-relevant spatial motifs 
in microenvironments
Clusters of disease-relevant microenvironments indicated correla-
tions between microenvironment structures and clinical phenotypes. 
Within these phenotypes, we were particularly interested in structural 
characteristics other than composition. For example, the formation of 
distinctly shaped boundaries between immune and tumour cells could 
indicate distinct pathways and programs related to tumour progress 
or immune control.

To directly test how structural arrangements impact the micro-
environment function, we computationally permuted nodes in micro-
environments and measured SPACE-GM outcome predictions for the 
permuted graphs. Our permutations were designed to vary the amount 
of dispersion allowed in the final graph. Thus, a ‘dispersed permuta-
tion’ in our scheme rearranged all cells amongst each other, resulting 
in highly mixed graphs. A ‘coherent permutation’ extracted target cell 
types and placed them into sectors around the centre cell, resulting in 
cells of the same type appearing together (Methods). In this section, 
we discuss two representative clusters discovered above and evaluate 
how permutations towards the two extremes of dispersion levels affect 
model predictions.

In the heterogeneous tumour cluster, we observed that a group 
of microenvironments enriched in different tumour subtypes were 
highly indicative of non-NED outcomes. These tumour subtypes were 
characterized by different protein expression profiles, as shown in 
Supplementary Fig. 2b. We compared the appearance of this subtype 

in all samples against each of the individual tumour subtypes and 
stromal cells (Fig. 5a). Interestingly, no individual tumour subtype 
was differentially enriched between positive and negative samples.

To test whether the arrangement of tumour subtypes confers 
the prediction bias on these samples, we selected regional patches 
(Methods) and performed the permutations described above. Figure 
5b illustrates an example patch (middle column) and the two permuted 
versions (left and right columns) that mix/separate Tumour 4 and 
Tumour 5 (Ki67+). No major change was observed after the dispersed 
permutation as the original patch was highly mixed. In contrast, when 
subject to coherent permutation, the mean-aggregated prediction 
increases. Moreover, we observed that the boundaries of different 
tumour subtypes (yellow and green boxes) overlap with the negative 
prediction regions, suggesting that the mixing of these tumour sub-
types explains the negative prediction in this example.

Results for a diverse set of 50 heterogeneous tumour regional 
patches confirmed this (Fig. 5c and Methods): SPACE-GM predictions 
on coherent permuted patches were significantly higher (P = 0.017, 
Wilcoxon signed-rank test). This trend could even be extended to the 
whole-sample level. On all 83 samples from the test set, we ran coher-
ent permutations and evaluated changes in predictions (Fig. 5d). Of 
the 29 samples that were predicted to have negative outcomes, 45% 
had predictions altered after coherent permutation, compared with 
0% after dispersed permutation. These results suggest that the spatial 
mixing of tumour subtypes is a negative predictor of patient outcomes 
captured by SPACE-GM.
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Fig. 4 | Clustering of SPACE-GM embeddings identifies disease-relevant 
microenvironments. a, A total of 20 clusters are identified by fitting a K-means 
clustering (K = 20) on microenvironment embeddings. The heatmap on the left 
shows different cell-type enrichment patterns in microenvironment clusters. 
The column in the middle shows the average prediction values for the primary 
outcome task from each cluster of microenvironments; note that the colour 
scale is different from the enrichment matrix. The column on the right shows the 
abundance of each cluster of microenvironments in the UPMC-HNC dataset. The 
black shapes on the right indicate the specific cell clusters shown in b. Circle, a 
lymphocyte-rich cluster; star, a tumour cell and myeloid cell (granulocytes and 
macrophages) cluster characterized by mixed spatial distributions; diamond, a 

tumour cell and myeloid cell cluster characterized by compartmentalized spatial 
distributions; square, a heterogeneous tumour cluster characterized by various 
subtypes of tumour cells; triangle, a mixed lymphocyte/tumour cell cluster.  
b, Top: counts of the appearance of microenvironments in four representative 
clusters. Centre lines denote the median, boxes show the quartiles, and whiskers 
mark the minima and maxima. Significant differences are observed between 
positive (NED) and negative (non-NED) samples (P = 0.002 for lymphocyte-rich 
microenvironments, P < 0.001 for the rest, two-sided two-sample t-test). Middle: 
Voronoi diagrams of sample microenvironments. Bottom: raw CODEX images of 
sample microenvironments.
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We next evaluated the spatial organization of two SPACE-GM 
embedding clusters, termed mixed and compartmentalized 
granulocyte–tumour microenvironments, with similar cell-type 

compositions (Fig. 5f) but opposite outcome enrichment (Fig. 5e). 
A visualization of examples from the two clusters (left column of Fig. 
5h) suggested that the difference could potentially be attributed to 
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the compartmentalization of granulocytes, and we verified this by 
calculating the number of non-granulocyte neighbours for 10,000 
granulocytes from these two clusters (Fig. 5g). The distribution showed 
a significant right shift (P < 0.001, two-sided two-sample t-test) for 
mixed granulocyte/tumour cluster samples, indicating that granulo-
cytes were more dispersed in this cluster.

To further characterize the relationships between the compart-
mentalization of granulocytes and predictions, we performed the two 
types of permutation (Methods) on corresponding microenvironments 
to reverse the spatial organization patterns of granulocytes (mid-
dle column of Fig. 5h and Supplementary Fig. 7). Notably, coherent 
permutation of granulocytes in mixed clusters resulted in improved 
predicted prognoses, whereas dispersed permutation of compart-
mentalized granulocyte clusters resulted in microenvironments with 
poorer prognoses (right column of Fig. 5h).

Discussion
In this work we have presented SPACE-GM, a GNN model that predicts 
clinical properties of patient tumour samples with multiplexed immu-
nofluorescence inputs. We evaluated the prediction performance on 
three independently collected patient cohorts and demonstrated 
the predictive superiority of SPACE-GM over composition-based 
methods, suggesting that spatial cellular arrangements beyond com-
position could encode phenotype-related information. We further 
conducted dimensionality reduction and clustering on the microen-
vironment embeddings from SPACE-GM to identify discrete groups 
of disease-relevant microenvironments. Permutation on two example 
clusters reveals the relationships between the spatial compartmentali-
zation of certain cell types and patient outcomes.

More specifically, SPACE-GM shows that the dispersion of molecu-
larly distinct tumour subtypes can have a negative impact on patient 
survival outcomes. Of note, similar correlations between cell-type 
mixing (or tumour-subtype mixing) and poorer outcomes have been 
observed in the recent literature28,29. In another experiment, we verified 
that the compartmentalization level of granulocytes within the TME is 
relevant to SPACE-GM predictions of primary outcomes. Interestingly, 
similar trends have been reported in both HNC30,31 and other solid 
cancers32, in which multiple molecular pathways explaining how neu-
trophils promote tumour growth33,34 and metastasis35,36 are presented.

The results discussed in this work demonstrate the value of model-
ling patient phenotypes with graph-based microenvironment inputs, 
from which connections between cellular community structures and 
patient-level phenotypes can be established and validated. However, 
we acknowledge that certain caveats still exist in our framework. Infer-
ence and analysis of unseen data are still complicated due to the limi-
tations of cell segmentation and classification approaches. The lack 
of a unified image-cell-type dictionary hinders the generalization of 
trained models on new datasets or unseen cell types. Comprehensive 
results from human cell consortia efforts37,38, as well as computational 
methods that accommodate unseen cell types19, could potentially be 
incorporated to overcome these limitations.

To maximize prediction performance, the dense per-cell pre-
dictions by SPACE-GM were mean-aggregated on the basis of the 

benchmarking results from the basic aggregation methods. As illus-
trated in Figs. 1d and 3b, highly disease-relevant microenvironments 
are usually less prevalent, so their spatial distribution in a sample 
could contain information about tissue architecture at different spatial 
scales. We anticipate that more sophisticated techniques (for example, 
hierarchical aggregation on different spatial scales) could be employed 
in this step to reveal insights into the interplay between tissue-level 
architectures and patient-level phenotypic properties.

SPACE-GM is a versatile framework for capturing disease-relevant 
motifs from microenvironments. We applied SPACE-GM to analyse 
CODEX data in this work. This approach of using local graphs to char-
acterize disease-relevant spatial motifs can be extended to other meas-
urement modalities such as spatial transcriptomics, which would be an 
interesting direction of future work. Disease-relevant microenviron-
ment embeddings and dense predictions of target phenotypes could 
be further coupled with downstream analysis (for example, permuta-
tion) to reveal relationships between cellular community structure 
and patient-level phenotypes.

Methods
CODEX data collection
Patient samples and data were obtained using institutional protocols. 
Tumour tissue samples were prepared, stained and acquired following 
CODEX User Manual Rev C (https://www.akoyabio.com).

Tissue collection. Tumour microarray cores were collected according 
to the following guidelines:

•	 Areas for coring were representative areas of tumours contain-
ing neoplastic epithelium as determined by a board-certified 
anatomic pathologist.

•	 Core size was 0.6 mm diameter (DFCI-HNC and Stanford-CRC) 
or 1.0 mm diameter (UPMC-HNC). A minimum of 2 cores was 
taken from each resection specimen, although some cores may 
have been filtered by quality control before our analysis.

•	 Cores were selected to sample tumour centres, not invasive 
edges.

Coverslip preparation. Coverslips were coated with 0.1% poly-l-lysine 
solution to enhance the adherence of tissue sections before mounting. 
The prepared coverslips were washed and stored according to the 
guidelines in the CODEX User Manual.

Tissue sectioning. Formaldehyde-fixed paraffin-embedded samples 
were sectioned at a thickness of 3–5 μm on the poly-l-lysine-coated 
glass coverslips.

Antibody conjugation. Custom conjugated antibodies were prepared 
using the CODEX Conjugation Kit, which include the following steps:

	1.	 The antibody was partially reduced to expose thiol ends of the 
antibody heavy chains.

	2.	 The reduced antibody was conjugated with a CODEX barcode.
	3.	 The conjugated antibody was purified.

Fig. 5 | Permutation of nodes in microenvironments helps identify cell–cell 
interactions that affect predictions. a, Swarm plots show counts per sample of 
heterogeneous TMEs and each individual tumour subtype. Heterogeneous TMEs 
display a significant difference between NED and non-NED samples (P < 0.001, 
two-sided two-sample t-test). b, An example heterogeneous tumour patch 
(middle column) and its two permuted versions (left and right columns). Areas 
of negative predictions in the coherent permuted patch overlap with tumour 
subtype boundaries. c, Scatter plot of predictions on 50 heterogeneous tumour 
patches. Coherent permuted patches have significantly higher predictions 
than their original patches (P = 0.017, Wilcoxon signed-rank test). d, Confusion 
matrices of predicted classes between original samples and permuted samples. 

e, Swarm plots of mixed (left) and compartmentalized (right) granulocyte–
tumour microenvironments. f, Box plots showing the distributions of cell-type 
compositions of the two granulocyte–tumour microenvironments. Centre lines 
denote the median, boxes show the quartiles, and whiskers mark the minima and 
maxima. g, As a heuristic measure, the count of non-granulocyte neighbours 
of granulocytes divided by the count of granulocytes is calculated for the two 
microenvironment groups, and distributions show significant differences 
(P < 0.001, two-sided two-sample t-test). h, Example microenvironments 
from the two groups undergo permutations. The distributions of SPACE-GM 
predictions are shifted due to these permutations.

https://www.akoyabio.com
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	4.	 Antibody storage solution was added for antibody stabilization 
for long-term storage.

Post-conjugated antibodies were validated by sodium dodecyl 
sulfate–polyacrylamide gel electrophoresis and quality control tis-
sue testing, where immunofluorescence images were stained and 
acquired following standard CODEX protocols and then evaluated by 
immunologists.

Staining. CODEX multiplexed immunofluorescence imaging was 
performed on formaldehyde-fixed paraffin-embedded patient 
biopsies using the Akoya Biosciences PhenoCycler platform (also 
known as CODEX), and 5-μm-thick sections were mounted onto 
poly-l-lysine-treated glass coverslips as tumour microarrays. Samples 
were pretreated by heating on a 55 °C hot plate for 25 min and cooled for 
5 min. Each coverslip was hydrated using an ethanol series: two washes 
in HistoChoice Clearing Agent, two in 100% ethanol, one wash each in 
90%, 70%, 50% and 30% ethanol solutions, and two washes in deionized 
water (ddH2O). Next, antigen retrieval was performed by immersing 
coverslips in Tris–EDTA (pH 9.0) and incubating in a pressure cooker 
for 20 min on the ‘high’ setting, followed by 7 min to cool. Coverslips 
were washed twice for 2 min each in ddH2O and then washed in hydra-
tion buffer (Akoya Biosciences) twice for 2 min each. Next, coverslips 
were equilibrated in staining buffer (Akoya Biosciences) for 30 min. The 
conjugated antibody cocktail solution in staining buffer was added to 
coverslips in a humidity chamber and incubated for 3 h at room tem-
perature or 16 h at 4 °C. After incubation, the sample coverslips were 
washed and fixed following the CODEX User Manual.

Data acquisition. Sample coverslips were mounted on a microscope 
stage. Images were acquired using a Keyence microscope configured 
to the PhenoCycler Instrument at a ×20 objective. Sample collections 
were approved by institutional review boards at the UPMC, Stanford 
Medical Center and DFCI.

Cell segmentation and classification
After image preprocessing, we applied a neural network-based cell 
segmentation tool, DeepCell39, on DAPI image channels to identify 
nuclei, and these nuclear masks were dilated to obtain whole-cell seg-
mented cells. Nuclear segmentation masks were stochastically dilated 
by flipping pixels with a probability equal to the fraction of positive 
neighbouring pixels. This dilation was repeated for nine cycles for all 
CODEX data.

On each CODEX sample, given the segmentation of individual 
cells, single cell expression was computed for biomarker j with the 
following steps40:

•	 Compute the mean expression value across pixels within the cell 
segmentation mask. Denote the mean expression value of cell i 
as x(j)i , and denote the array of all expression values {x(j)1 , x

(j)
2 , ...} as 

X(j).
•	 Normalize the expression value using quantile normalization 

and inverse hyperbolic sine transformation:

f(x(j)i ) = arcsinh(
x(j)i

5Q(0.2;X(j)) )

where Q(0.2;X(j)) represents the 20th quantile of X( j) and arcsinh is 
the inverse hyperbolic sine function. Denote the array of all normalized 
expression {f(x(j)1 ), f(x

(j)
2 ), ...} as f(X( j)).

•	 Calculate the z-score of the normalized expression value:

z(x(j)i ) =
f(x(j)i ) −MEAN(f(X(j)))

SD(f(X(j)))

To classify cells, we first obtained a cell-by-marker expression matrix 
filled with preprocessed expression values (z(x(j)i )), and then a principal 
component analysis (PCA) model was applied to extract the top 20 prin-
cipal components (PCs). We constructed a k-nearest neighbour graph (k 
= 30) on the top 20 PCs of the expression matrix and then performed 
Louvain graph clustering41 on the result. Clusters were manually anno-
tated according to their cell biomarker expression patterns. This proce-
dure was performed on a subset of 10,000 cells and subsequently used 
to train a k-nearest neighbour algorithm to predict cell types from the 
normalized expression vector. This algorithm was used to transfer labels 
to the entire dataset. The average expression of each cell type for all three 
datasets used in this work is visualized in Supplementary Fig. 2a.

Construction of spatial cellular graphs and 
microenvironments
For each multiplexed fluorescence image, we identified individual cells 
using the segmentation and classification pipeline stated above. The 
set of cells was represented by a set of discrete points located at cellular 
centroids. The 2D coordinates of these cellular centroids were deter-
mined by the segmentation masks of the corresponding cell nuclei.

To capture the spatial neighbourhood relations, we ran a Delaunay 
triangulation operation on all the cellular centroids. Correspond-
ing Voronoi diagrams could be uniquely determined by connecting 
the centres of the circumcircles. We employed the function voronoi_
regions_from_coords from the package geovoronoi (https://pypi.org/
project/geovoronoi/) in this step.

The graphical representation of multiplexed fluorescence images 
could then be determined by defining cellular centroids as nodes and 
neighbouring Voronoi polygons (or edges in the Delaunay triangula-
tion) as edges. We further defined two types of edges based on the 
distance between cellular centroids: edges shorter than 20 μm were 
treated as neighbouring edges, and edges longer than 20 μm were 
treated as distant edges. Edge types will be considered in the following 
neural network forward pass.

The microenvironment represents the local environment around 
a cell in the entire cellular community. Given the graphical representa-
tion derived above, we defined the microenvironment of a query cell 
as its n-hop neighbourhood. Here, the n-hop neighbourhood included 
all cells within a graph distance of n edges from the query cell. In this 
work, we applied n = 3 in all datasets and added another constraint of 
physical distance: the microenvironment of a query cell included all 
cells that were in its 3-hop neighbourhood and less than 75 μm away 
from the query cell.

Data split and evaluation metrics
We evaluated SPACE-GM and other baseline methods on the UPMC-HNC 
and Stanford-CRC datasets. Samples were first split into the training 
set and test set following the procedure below:

UPMC-HNC, coverslip split. Details of the UPMC-HNC data (Table 1 
and Supplementary Tables 3–7) are listed below:

•	 UPMC-HNC contained 308 distinct samples collected from 
seven batches/coverslips, and the class balance of clinical anno-
tations was calculated for each coverslip.

•	 We proposed two validation folds:
	(a)	Fold 1.

•	 Of the 225 samples in the training set, 64% had positive primary 
outcomes.

•	 Of the 83 samples in the test set, 65% had positive primary 
outcomes.

	(b)	Fold 2.

•	 Of the 217 samples in the training set, 65% had positive primary 
outcomes.

https://pypi.org/project/geovoronoi/
https://pypi.org/project/geovoronoi/
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•	 Of the 91 samples in the test set, 62% had positive primary 
outcomes.

	(c)	In each fold, samples from five coverslips were used for train-
ing, and samples from the remaining two coverslips were 
used for testing. The class balance of clinical annotations was 
kept similar between training and test sets.

	(d)	Two validation folds had no overlapping test samples.
•	 Training and evaluation were run independently on the two 

validation folds, and prediction performance for each task were 
averaged.

UPMC-HNC, patient cross validation. Details of the data in Supple-
mentary Table 2:

•	 UPMC-HNC contained 308 distinct samples collected from 81 
patients.

•	 Patients were randomly split into four groups; samples were 
assigned to their corresponding patient groups.

•	 Training and evaluation were run following a cross-validation 
scheme:

	(a)	In each of the four independent runs, models were trained on 
samples from three patient groups and evaluated on samples 
from the remaining group.

	(b)	Performance was averaged across the four runs.

Stanford-CRC, coverslip split. Details of the data in Table 2:

•	 Stanford-CRC contained 292 distinct samples from four 
batches/coverslips, 161 patients, and the class balance of clinical 
annotations was calculated for each coverslip.

•	 We proposed two validation folds based on the coverslip:
	(a)	Fold 1.

•	 Of the 229 samples in the training set, 75% had positive primary 
outcomes.

•	 Of the 63 samples in the test set, 71% had positive primary 
outcomes.

	(b)	Fold 2.

•	 Of the 220 samples in the training set, 78% had positive primary 
outcomes.

•	 Of the 72 samples in the test set, 64% had positive primary 
outcomes.

	(c)	In each fold, samples from three coverslips were used for 
training, and samples from the remaining coverslip were 
used for testing.

	(d)	Two validation folds had no overlapping test samples or pa-
tients. Note that the two coverslips solely used for training 
were excluded from testing because of their different size/
class balance.

•	 Training and evaluation were run independently on the two 
validation folds, and prediction performance for each task was 
averaged.

In this work, we used clinical annotations as prediction tasks. 
Annotations were categorized into two forms (Supplementary Table 
1): binary classification (for example, primary outcome) and hazards 
modelling (for example, survival length). On binary classification tasks, 
we evaluated model performance by calculating ROC-AUC; on hazards 
modelling tasks, we evaluated performance by calculating the C-index 
between predicted hazards and observed events (recurrence or death).

SPACE-GM and baseline methods
SPACE-GM. SPACE-GM consists of a GIN23 backbone and multiple MLP 
prediction heads.

Inputs of SPACE-GM contain the local spatial graphical structures 
of microenvironments derived above, as well as the identity and size 

of each cell in the microenvironments. Specifics of the GIN inputs are 
detailed in the following sections.

•	 Node features

•	 The cell type is formed as a one-hot vector of length Ncell type, which 
is mapped to Ncell type trainable embeddings of length 512 through 
a lookup table.

•	 Other features: cell sizes (in pixel) log-transformed and scaled to 
0–1 range, a flag indicating if the cell is the centre taking value 0 
(if no) or 1 (if yes), are concatenated and transformed to a vector 
of length 512 through a trainable linear layer. Note that we experi-
mented with explicitly adding normalized expression to node 
features, but the resulting models have more severe overfitting 
and lower test-set performance (see discussion below). Expression 
is hence excluded from node features.

•	 The two embeddings above are summed and used as the initial 
node embeddings for GIN. We denote the initial embedding of 
node v as h(0)v .

•	 Edge features

•	 Self-loop edges (connecting the same nodes) are added to input 
graphs before forward pass.

•	 Edges are divided into three classes: neighbouring edge, distant 
edge and self-loop edge. In each GIN layer, an edge is mapped to 
one of the three edge embeddings of length 512 through a lookup 
table. We denote the embedding of the edge between node v and 
node u in kth layer as e(k)vu = W, which is dependent on the edge type 
between v and u. Note that e(k)vu = e(k)uv .

•	  
SPACE-GM employed a three-layer GIN, and in the kth graph con-
volutional layer.

•	 Messages are calculated on each edge as follows:

m(k)
vu = h(k−1)u + e(k)vu

 
Note that edges in microenvironments are undirected, and messages 
in both directions are calculated, although they will not necessarily 
be equal.
•	 The embedding of node v is updated on the basis of all incoming 

messages to v:

h(k)v = MLP(k) ( ∑
u∈N(v)

m(k)
vu )

where N(v) is the set of neighbouring nodes of v, the self-loop edge 
guarantees v ∈ N(v), and MLP(k) is the 2-layer MLP of the kth layer.

Embeddings from the last graph convolutional layer are treated 
as node embeddings, in which the embedding of the centre cell h(3)centre 
is used as input for expression prediction (pretraining of SPACE-GM). 
We aggregated node embeddings to generate the microenvironment 
embedding:

hG = MAXPOOLv∈G(h(3)v )

where G represents the microenvironment, MAXPOOL is a channel-wise 
maximum operation (torch.nn.global_max_pool). Microenvironment 
embeddings are used for sample phenotype predictions.

For expression and phenotype prediction tasks, we employed two 
separate three-layer MLPs with leaky Rectified Linear Unit (ReLU) 
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activation function, each with Ntasks outputs, taking centre cell embed-
ding h(3)centre and microenvironment embedding hG as input, respectively. 
For expression prediction tasks, we minimized the squared L2 norm 
loss between predictions and labels (torch.nn.MSELoss). For binary 
classification tasks, we minimized binary cross entropy between sig-
moid logit: outputs of the three-layer MLP and class labels (torch.
nn.BCEWithLogitsLoss). For hazards modelling tasks, we adapted the 
Cox partial likelihood for Stochastic Gradient Descent (SGD)42.

Baseline methods
Baseline methods in this work are constructed on the basis of com-
position vector inputs. Composition vectors are calculated on 
whole-sample graphs or microenvironments. In both cases, we count 
the number of each cell type appearing in the graph/subgraph. The 
count vector of length Ncell type is then normalized to the frequency 
vector, denoted as the composition vector.

For example, in a microenvironment k with nk cells, its composi-
tion of cell type j (jth entry of the composition vector) is calculated as 
follows:

c(k)j =
∑1≤n≤nk

1{cell type(n) = j}
nk

We trained a linear model and a three-layer MLP model on the com-
position vectors. Logistic regression and Cox regression are used for 
binary classification and hazards modelling tasks, respectively, as linear 
models. MLP used the same loss function as SPACE-GM introduced above. 
See Supplementary Fig. 9 for visualizations of the baseline methods.

Model training and inference
During training (of microenvironment-based methods), we randomly 
selected microenvironments from all samples in the training set. Their 
labels came from centre cells (expression prediction) or clinical annota-
tions of the CODEX samples to which they belong (phenotype predic-
tion). Microenvironments were weighted on the basis of their labels to 
balance the loss of different classes. Adam optimizer43 was employed 
to minimize corresponding losses in different tasks.

SPACE-GM was first trained on the expression prediction task. 
After convergence, we retained the GIN backbone and connected it 
with the phenotype prediction head (initialized from scratch), and 
both modules were finetuned on the phenotype task. SPACE-GM 
no-pretraining had the same model structure as SPACE-GM, but all 
were initialized from scratch. It was directly trained on the phenotype 
task until convergence; microenvironment-based MLP models followed 
the same training pipeline.

During inference, we ran microenvironment-based models 
(SPACE-GM, MLP and so on) on all microenvironments from the test 
set, generating dense per-node predictions for test samples. Predic-
tions within the same CODEX sample were mean-aggregated over the 
entire graph (microenvironment aggregation, Supplementary Note 2 
and Supplementary Fig. 5). We evaluated influences from cells located 
at the edge of the CODEX sample and found the difference to be negli-
gible (Supplementary Note 6 and Supplementary Fig. 10). Aggregated 
sample-level predictions were evaluated using corresponding metrics.

All models were implemented in Python with scikit-learn44, 
pytorch45 and pytorch geometric46. More details about the hyperpa-
rameters and implementations can be found in our code repository 
at https://gitlab.com/enable-medicine-public/space-gm.

Model architecture and input feature choice
SPACE-GM employed a three-layer GIN model with maximum pooling 
to predict phenotypic properties for microenvironments that are 
featurized by cell types. Model architecture and input feature choices 
were chosen on the basis of empirical evidence from benchmarking 
different variants.

Supplementary Table 6 shows performance on the primary out-
come task of UPMC-HNC from different types of GNNs, including 
GIN, graph convolutional network47, graph attention network48 and 
GraphSAGE49. Most variants generate similar or worse performance 
than GIN.

Supplementary Table 7 shows performance on the primary out-
come task of UPMC-HNC from models using different graph pooling 
methods, including maximum pooling, sum pooling, mean pooling, 
global attention layer50 and Set2set module51 with two iterations. Maxi-
mum pooling is overall the best-performing variant.

We also tried training models directly with expression input 
instead of cell types. For baseline methods, composition vector 
inputs were replaced by average expression over cells in the microen-
vironment; for SPACE-GM, we used expression instead of the one-hot 
encoded cell type as node features. Supplementary Table 4 reports 
performance for baseline MLP models and SPACE-GM (no-pretraining), 
both of which show worse performance than cell-type-based models. 
We speculate that as the train/test split is based on coverslips, the 
potential batch effect in expression across coverslips may lead to 
overfitting and worse prediction performance.

Clustering of microenvironment embeddings
To identify clusters of disease-relevant microenvironments, we applied 
dimensionality reduction and clustering on microenvironment embed-
dings. Clusters discussed in the main text were generated following 
the procedure below:

•	 A total of 100,000 cells and their microenvironments from the 
training set were randomly sampled and extracted, denoted as 
the reference dataset.

•	 SPACE-GM (trained on the UPMC-HNC primary outcome task) 
was applied to all microenvironments in the reference dataset, 
and their microenvironment embeddings (hG) and predictions 
were collected, denoted as reference embeddings and reference 
predictions, respectively.

•	 A PCA model was initialized and fitted to the reference embed-
dings. We extracted the top 20 PCs, which captured >70% of total 
variance.

•	 A UMAP27 dimensionality reduction model was fitted on the top 
20 PCs of reference embeddings, generating 2D visualizations of 
microenvironment space.

•	 A K-means clustering was fitted on the top 20 PCs of reference 
embeddings. We experimented with different settings of K, in 
which K = 20 yields the best result that balances resolution and 
granularity.

We then applied PCA and K-means models to the test set:

•	 All cells and microenvironments from test-set samples were 
extracted.

•	 SPACE-GM was applied to test-set microenvironments to extract 
embeddings.

•	 PCA and K-means models trained with the reference dataset were 
directly applied to test-set microenvironment embeddings, and 
their cluster assignments were collected and summarized.

The same dimensionality reduction and clustering pipeline were 
applied to the composition vectors of microenvironments, which 
closely resembles the generation of cellular neighbourhood. Further 
discussion and comparison of the two approaches can be found in 
Supplementary Note 7 and Extended Data Fig. 1.

For PCA and K-means, we used the Python implementations from 
scikit-learn44: sklearn.decomposition.PCA and sklearn.cluster.KMeans. 
For UMAP, we used the Python implementation from umap-learn 
(https://pypi.org/project/umap-learn/).

https://gitlab.com/enable-medicine-public/space-gm
https://pypi.org/project/umap-learn/
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Characterization of the microenvironment cluster
Microenvironment clusters were characterized by the following 
factors.

•	 Composition of cell types
•	 For a specific microenvironment k with nk cells, its composition 

of cell type j was calculated as

c(k)j =
∑1≤n≤nk

1{cell type(n) = j}
nk

 
Then, for a cluster of microenvironments K = {k1, k2, k3, ..., km}, we calcu-
lated its average composition vector for cell type j as

c(K)j = 1
m ∑

1≤i≤m
c(ki)j

 
We further calculated the global average composition for cell type j as

cj =
1
N ∑

1≤k≤N
c(k)j

where N is the total number of microenvironments in the entire dataset. 
By contrasting these values, we can derive the enrichment of cell type 
j in a specific microenvironment cluster K as

r(K)j = log(
c(K)j

cj
)

 
These log fold change values are plotted in the left matrix of Fig. 4a.
•	 Average SPACE-GM predictions 
•	 Note the prediction for a specific microenvironment k as p(k), and 

then for a cluster of microenvironments K = {k1, k2, k3, ..., km}, cal-
cualte the average prediction as

p(K) = 1
m ∑

1≤i≤m
p(ki)

 
These average prediction values are plotted in the middle column of 
Fig. 4a.
•	 Abundance

Among all the N microenvironments, assume there are N(K) micro-
environments identified to be in cluster K, and its abundance is calcu-
lated as

abd(K) = log(N(K) + 1)

These abundance values are plotted in the right column of Fig. 4a.

In silico permutation of cells in microenvironments
Analysis of SPACE-GM embeddings uncovered groups of microenviron-
ments that are disease relevant; we then applied permutation experi-
ments on microenvironments-of-interest to discover and validate 
structural motifs that are indicative of phenotypes.

Two general forms of permutations are implemented.

•	 Dispersed permutation

•	 A list of target cell types is provided.

•	 On the microenvironment/patch/sample ( jointly denoted as cel-
lular graphs), identify all cells whose cell type appears in the target 
list and record their spatial location and other cellular features.

•	 Randomly permute the list of cells identified in the previous step, 
and then assign the permuted cell types and cellular features back 
to the original cellular graph.

•	 Run (trained) SPACE-GM on the permuted cellular graph and per-
form microenvironment aggregation if needed.

•	 Coherent permutation

•	 A list of target cell types and the centre coordinate of the cellular 
graph are provided.

•	 On the cellular graph, identify all cells whose cell type appears in the 
target list and record their spatial location and other cellular features.

•	 Sort the list of cells identified in the previous step by cell type.
•	 Calculate polar coordinates for the list of cells using the 

cellular-graph centre as the pole.
•	 Assign cell types and cellular features back to the original cellular 

graph sequentially following the order of the azimuthal angle. 
The resulting permuted cellular graphs should have cells of the 
same type appearing in the same sector around the graph centre.

In the experiment on heterogeneous TMEs, we performed permu-
tations on patches and whole samples. Patches were selected following 
the procedure below:

•	 For each of the UPMC-HNC samples, we derived the cluster assign-
ment of every individual cell following the dimensionality reduc-
tion and clustering pipeline introduced above.

•	 We iterated through the list of all cells assigned to the heterogene-
ous TME until we found a cell that satisfied the following criterion. 
Note that up to one patch can be selected per sample.
	(a)	All cells that were within 185 μm of the query cell (denoted as 

a patch) were isolated.
	(b)	More than 40% of the cells in the patch were assigned to het-

erogeneous TMEs.
•	 The query cell and its surrounding patch were extracted. For all 

cells in the patch that were within 110 μm of the centre (to guaran-
tee the completeness of the 3-hop neighbourhood), their micro-
environments were extracted and predictions were performed.

A total of 61 patches were selected, from which we picked the 
50 patches that had higher entropy (of cell-type frequency vector). 
Permutations were performed on the following cell types: Tumour 2, 
Tumour 4, Tumour 5 (Ki67+) and Tumour 6, in which the interaction 
between Tumour 4 and Tumour 5 (Ki67+) had the biggest influence.

In the experiment on granulocyte–tumour microenvironments, we 
performed coherent and dispersed permutations on different microenvi-
ronment groups to reverse the organization pattern of granulocytes. We did 
not perform patch-level permutation due to difficulty in finding regional 
patches rich in either microenvironment. All cell types were included in the 
target list and permuted in this experiment. Note that in the coherent per-
mutation case, all cells except for tumour cells (Tumour 1 through Tumour 
6) were aligned coherently according to the procedure above, and tumour 
cells were first combined and randomly permuted before aligning to avoid 
confounding. See Supplementary Fig. 7 for examples.

Reporting summary
Further information on research design is available in the Nature 
Research Reporting Summary linked to this article.

Data availability
Data supporting the results in this study involve patient data and are 
available from the corresponding author on reasonable request.
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Code availability
Commercial software (Akoya Biosciences, Enable Medicine) was used 
to preprocess images and to classify cells using methods based on 
published algorithms. Deepcell (https://github.com/vanvalenlab/
deepcell-tf) was used to segment cells from multiplexed immuno-
fluorescence images. The codes used for the construction of spatial 
cellular graphs and for the following analyses are available at https://
gitlab.com/enable-medicine-public/space-gm.
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Extended Data Fig. 1 | Comparison of composition-based clusters and 
microenvironment clusters. A. and B. We generate composition-based clusters 
with cell type compositions of 3-hop subgraphs (microenvironments) following 
the same procedure. Note that the average predictions of microenvironment 
clusters are much more polarized. C. The composition cluster highly enriched 
with granulocytes has neutral average predictions/labels, it could be further 
dissected into multiple sub-clusters that belong to different microenvironment 
clusters. We see a pair of granulocyte/tumor microenvironments that have 
opposite outcome labels, see Results for further discussion. D. Similarly, the 
composition cluster enriched with vessel/lymph vessel cells could be dissected 

into multiple sub-clusters, from which we notice two microenvironment clusters 
that are both enriched with lymph vessel cells but have different composition 
and outcome predictions, see Supplementary Note 7 for further discussion. E. 
Comparison of the two microenvironments enriched in lymph vessel cells: the 
left column shows a microenvironment with more lymphocytes and has overall 
positive outcomes; the right column shows a contrasting group with more tumor 
cells and much worse outcome predictions. Observation of tumor cells in close 
vicinity of lymph vessels indicates potential lymphovascular invasion and will 
lead to worse prognosis, which aligns with model predictions.
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Replication We included training and test splits for the data, mirroring experimental covariates, and used samples collected using different methods (for 
section preparation, and for section size, in particular) and from different institutions, to validate the original cohort.

Randomization Because the investigators did not manually allocate samples into groups, randomization was not relevant to this study. We controlled for 
technical effects by using cross-validation across purely technical groups (such as experiment batch).

Blinding Because the investigators did not manually allocate samples into groups for analysis, blinding was not relevant to this study.
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Materials & experimental systems
n/a Involved in the study

Antibodies

Eukaryotic cell lines

Palaeontology and archaeology

Animals and other organisms

Clinical data

Dual use research of concern

Methods
n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging

Antibodies
Antibodies used Detailed in Methods.

Validation The antibodies were purchased from Akoya Biosciences. No additional validations were performed.
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